
Results
• Evaluation results of enhanced speech by Source-to-Distortion Ratio 

(SDR)

• Evaluation results of  enhanced speech by Short-Time Objective 
Intelligibility measure (STOI)
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Backgrounds
• Voice chat and Video Meeting is commonly used in our lives.
• Strong noises from outside can interfere with speech intelligibility.
• Conventional methods could not suppress strong noises efficiently.

Objective
• Improve speech quality in noisy sources by using Deep Learning-based 

speech enhancement with AM features.

Related Works
• Time-Frequency spectrogram estimation with Convolutional Neural 

Network(CNN) [1] is one of the modern speech enhancement methods.
• Amplitude Modulation (AM) features of speech signals could be 

effective hints to suppress noisy signals [2].
• Human Auditory System uses Amplitude Modulation features to 

percept various sounds from a mixture source [3].

• We utilize Amplitude Modulation Spectrogram (AMS).
• A couple of Short-Time Fourier Transformation (STFT) processes 

generate AMS from noisy speech waveform.
• CNN estimates mask to extract speech components from noisy AMS.
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Experiment Setup
• Using VCTK version.0.92 dataset [4].

• 5000 utterances for training
• 200 utterances for validation
• 200 utterances for testing

• For the training set, add a random amount of white noise whose 
Signal-to-Noise Ratio (SNR) is between -10dB and 10dB .

• Parameters to generate AMS

• CNN Architecture for the Mask Estimation

frame length hop length zero-padding

1st STFT 256 (16ms) 32 (2ms) 0
2nd STFT 32 (64ms) 4 (8ms) 224
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Discussion
• AM feature is effective for speech enhancement in noisy conditions 

where input SNR is under 0 dB.
• CNN could estimate masks on the AMS feature map, however, there is 

room for improvement.

Future Work
• Apply our method to many kinds of noise and inspect how AM features 

affect mask estimation with CNN.
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